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Abstract

Protection of power transmission has an important role in power systems. To improve
protection is common to combine different types of relays, which combination of over-
current and distance relays is a well-known protection scheme. A slow operational speed
of overcurrent relay forces application of distance relay as the main protection device.
Overcurrent relays are used as backup protection to main distance protection system. To
achieve this aim, coordination between primary and backup protection systems should be
performed developing an objective function with both parameters. Speed, selectivity, and
stability are constraints, which must be satisfied by performing coordination. The coordi-
nation of directional overcurrent relays (DOCRs) problem is a nonlinear programming
problem (NLP), usually solved with a linear programming technique (LP) only considering
the time dial setting (TDS) as a decision variable, without dealing with the non-linear
problem of plug setting (PS), or solving the PS component using a heuristic technique.
A metaheuristic algorithm method presented to solve the optimization problem is an
ant colony optimization (ACO) algorithm. The ACO used is an extension of the ACO
algorithm for continuous domain optimization problems implemented to mixed variable
optimization problems, condensed in two types of variables both continuous and categorical.
In this work, both TDS and PS are decision variables, TDS is considered continuous and
PS categorical. Normally, the initial solution is random generated, in addition, those
results are compared by using the same random PS values for solving a relaxation of
the DOCRs problem with LP to obtain new TDS values. Including distance relays in
the formulation will add an additional variable continuous type, but with linear (barely
constant) characteristics making no changes in DOCRs formulation for this NLP problem.
For this methodology, five transmission systems (3, 6, 8, 9, and 15 Bus accordingly) were
evaluated to compare classical DOCR coordination, distance relays introduction and model

response to high-quality initial solutions within a hybrid method using LP.



Resumo

A protecao da rede de transmissao tem um papel importante nos sistemas de energia. Para
melhorar a protegao é comum combinar diferentes tipos de relés; a combinacao de relés de
sobrecorrente e distancia é um esquema bem conhecido. A lenta velocidade operacional do
relé de sobrecorrente forca a aplicacao do relé de distancia como o dispositivo de protecao
principal. Os relés de sobrecorrente sao usados como protecao de retaguarda tendo o
esquema de distancia como principal. Para atingir esse objetivo, a coordenacao entre os
sistemas de protecao priméria e de retaguarda deve ser realizada desenvolvendo uma fungao
objetivo com ambos parametros. Velocidade, seletividade e estabilidade sao restrigoes,
que devem ser satisfeitas através da coordenacao. A coordenacao do problema de relés
direcionais de sobrecorrente (DOCRs) é um problema de programagao nao linear (NLP),
geralmente resolvido com uma técnica de programacao linear (LP) apenas considerando a
configuragao de tempo de atraso (TDS) como uma variavel de decisdo, sem lidar com o
problema nao-linear de configuracao da corrente de partida (PS), ou com a resolugao do
componente PS usando uma técnica heuristica. Um método meta-heuristico apresentado
para resolver o problema de otimizacao é o algoritmo de otimizacao de colonias de
formigas (ACO). O ACO empregado é uma extensao do algoritmo ACO para problemas de
otimizagao de dominio continuo implementados para problemas de otimizagao de variaveis
mistas, condensados em dois tipos de variaveis tanto continuas como categoéricas. Neste
trabalho, tanto o TDS como o PS sao variaveis de decisao, o TDS é considerado continuo
e o PS categorico. Normalmente, a solugao inicial é gerada aleatoriamente, além disso,
esses resultados sao comparados usando os mesmos valores aleatorios PS para resolver
um relaxamento do problema DOCR com LP para obter novos valores TDS. A inclusao
de relés de distancia na formulagao adicionara uma variavel de tipo continuo, mas com
caracteristicas lineares (constantes) que nao alteram a formulagao de DOCR para este
problema de PNL. Para esta metodologia, cinco sistemas de transmissao (3, 6, 8, 9 e 15
Barras) foram avaliados para comparar a coordena¢ao DOCR classica, a introdugao dos
relés de distancia e a resposta do modelo a solugoes iniciais de alta qualidade junto a uma

metodologia hibrida utilizando LP.

Palavras Chaves: Técnicas de otimizagao, Protecao do sistema de energia, Coordenagao
de relés de sobrecorrente, Coordenacao de relés de distancia, Esquema de protecao misto,

Algoritmos Heuristicos.



List of Figures

Figure 2.1 — Zones of Protection . . . . . . .. . .. ... o
Figure 2.2 — Unit protection system (current differential protection) . . . . . . . . .
Figure 2.3 — Non-unit protection system (overcurrent protection) . . . . . . . . . ..
Figure 2.4 — Overlapping zone of protection in a non-unit arrangement (overcurrent
protection) . . ... ..o
Figure 2.5 — Simplified time-current characteristic of standard inverse overcurrent
protection . . . . . .. ..
Figure 2.6 — Overcurrent protection for two serially connected feeders . . . . . . ..
Figure 2.7 — Time-current characteristics with settings and fault currents for two
coordinated overcurrent relays . . . . . ... ...
Figure 2.8 — Zones of protection of distance protection with indicative time delays
of operation for faults detected in each zone. . . . . . . . .. ... ...
Figure 2.9 — Illustration of distance protection zone boundaries in the complex
impedance plane. . . . . . ... Lo
Figure 3.1 — Critical fault locations for the coordination between overcurrent and
distance relays . . . . . . ...
Figure 3.2 — Feasible region for Primary-Backup Relay Considering TDS fixed. . . .
Figure 3.3 — Feasible region for Primary-Backup Relay Considering PS fixed. . . . .
Figure 3.4 — Overcurrent Relay 3D time plot considering TDS and PS Variation. . .

Figure 4.1 — Ants build solutions, that is, paths from a source to a destination node.

Figure 4.2 — Ants paths from the nest to the food. . . . . . . .. .. ... ... ...
Figure 4.3 — Structure of the solution archive used by ACO,;y (SOLNON, 2007) In
this case, reduced to two variable types. . . . . .. ... ... ... ..
Figure 4.4 — Gaussian Kernel of the SA . . . . . .. .. ... . ... ...
Figure 4.5 — Flowchart for ACOpyy . 0 0 0 0 0 0 0 0 0 00 oo
Figure 4.6 — F-RACE representation step by step until reach survivor. . . . . . . . .
Figure 4.7 — Flowchart including high-quality initial solution built . . . . . . .. ..
Figure 4.8 — Flowchart for Hybrid Scheme ACO-LP . . . . . .. ... ... ... ..
Figure 5.1 — Single-line diagram of the three-bus system. . . . . ... ... ... ..
Figure 5.2 — Single-line diagram of the six-bus system. . . . ... .. ... .. ...
Figure 5.3 — Single-line diagram of the eight-bus system. . . . . . .. ... ... ..
Figure 5.4 — Single-line diagram of the nine-bus system. . . . . . . . . .. .. .. ..
Figure 5.5 — Single-line diagram of the fifteen-bus system. . . . . . . . .. . ... ..
Figure 6.1 — OF Value for Single ACO, ACO NOT OPT, and ACO + IHQS for a
3-Bus System. . . . . ..o
Figure 6.2 — OF value Coordination with ACO-LP for a 3-Bus System . . . . . . ..

22

30
31



Figure 6.3 — Distance-DOCR Coordination with ACO-LP for a 3-Bus System . . . . 64

Figure 6.4 — OF Value for Single ACO, ACO NOT OPT, and ACO + THQS for a
6-Bus System. . . . . ... 68

Figure 6.5 — OF value DOCR Coordination with ACO-LP for a 6-Bus System . . . 69

Figure 6.6 — OF value Distance-DOCR Coordination with ACO-LP for a 6-Bus System 69
Figure 6.7 — OF Value for Single ACO, ACO NOT OPT, and ACO + THQS for a

8-Bus System. . . . . .. 75
Figure 6.8 — Unfitness Value for Single ACO, ACO NOT OPT, and ACO + THQS
for a 8Bus System. . . . . . ... o 76

Figure 6.9 — OF Value for DOCR Coordination with ACO-LP for a 8-Bus System. . 76
Figure 6.10-OF Value for Distance-DOCR Coordination with ACO-LP for a 8-Bus

System. . ... 7
Figure 6.11-OF Value for Single ACO, ACO NOT OPT, and ACO + THQS for a
9-Bus System. . . . . ... 80

Figure 6.12-OF Value of DOCR Coordination with ACO-LP for a 9-Bus System. . 81
Figure 6.13-Unfitness Value of DOCR Coordination with ACO-LP for a 9-Bus System. 81
Figure 6.14-OF Value for Single ACO, ACO NOT OPT, and ACO + IHQS for a
15-Bus System. . . . . . ..o 85
Figure 6.15-OF Value for DOCR Coordination with ACO-LP for a 15-Bus System. 85



List of Tables

Table 3.1 — Overcurrent Relay Types . . . . . . . . . .. ... ... ... 23
Table 3.2 — IEEE Inverse Time Curve Constants . . . . . . . .. ... .. ... ... 24
Table 3.3 —IEC (BS) Inverse Time Curve Constants . . . . . . ... ... ... ... 24
Table 3.4 — GE TYPE TAC Inverse Time Curve Constants . . . . . . .. ... ... 25
Table 3.5 — Distance relays second zone configuration time interval . . . . . . . . .. 29
Table 4.1 — The range of ACO parameters considered. . . . . . . . . ... ... ... 44

Table 5.1 — Short-circuit current values for normal and transient configuration for

a three-phase fault at the midpoint of the line, including CTR value /

Three Bus Network . . . . . .. . ... .. .. .. ... .. ..., . 48
Table 5.2 — Short-circuit current values for a fault at the near-end and far-end of the

line / Three Bus Network . . . . . ... ... ... ... .. . ..... 48
Table 5.3 — Short-circuit current values for a fault at the near-end and far-end of the

line . . . . L 49
Table 5.4 — Short-circuit current values for normal and transient configuration for a

fault at the midpoint of the line, including CTR value . . . . . .. . .. 51
Table 5.5 — Short-circuit current values for normal and transient configuration for a

fault at the midpoint of the line . . . . . . . ... ... ... . ..... 53
Table 5.6 — Short-circuit current values for normal and transient configuration for a

fault at the midpoint of the line . . . . . .. ... ... ... ... ... 55

Table 6.1 — Hundred Evaluation of DOCR Objective Function Value for 3-Bus System 57
Table 6.2 — Hundred Evaluation of DOCR Algorithm Execution Time for 3-Bus System 57
Table 6.3 — Tripping times for coordinated configuration - Mid-Point Fault for 3-bus
System . . ... 57
Table 6.4 — Best solution found for 3-Bus System Mid-Point Fault of DOCR . . . . 58
Table 6.5 — Top 10 feasible and optimal solutions from exhaustive LP solver for
three-bus system. . . . . . . .. oo 58
Table 6.6 — Worst 5 feasible solutions from exhaustive LP solver for three-bus system. 58
Table 6.7 — Hundred Evaluation of DOCR (Near-end and Far-end Fault) Objective

Function Value for 3-Bus System . . . . . . ... ... ... ... .... 58
Table 6.8 — Hundred Evaluation of DOCR (Near-end and Far-end Fault) Algorithm
Execution Time for 3-Bus System . . . . . . ... ... ... ... ... 59

Table 6.9 — Tripping times for coordinated configuration - Near-end and Far-end
Fault for 3-bus System . . . . . . .. ... 59

Table 6.10-Tripping times for coordinated (Hybrid) configuration - Near-end and
Far-end Fault for 3-bus System . . . . .. ... ... ... ... ... 60



xii

Table 6.11-Best solution found for 3-Bus System (Near-end and Far-end Fault) of

DOCR . . . e 60
Table 6.12-Hundred Evaluation of Distance-DOCR, Objective Function Value for

3-Bus System . . . . ..o 60
Table 6.13—Hundred Evaluation of Distance-DOCR Algorithm Execution Time for

3-Bus System . . . . ... 61
Table 6.14-Tripping times for coordinated configuration - Distance / DOCR for

3-bus System . . . ... 61
Table 6.15-Tripping times for coordinated (Hybrid) configuration - Distance / DOCR

for 3-bus System . . . . ... 61
Table 6.16-Best solution found for 3-Bus System (Near-end and Far-end Fault) of

Distance-DOCR. . . . . . . .. . 62
Table 6.17-Survivors of the F-RACE Algorithm for 3-Bus System . . . . . ... .. 62
Table 6.18-Comparing for Survivors of the F-RACE Algorithm for 3-Bus System . 63
Table 6.19-Results Comparison for 3-Bus System Mid-Point Fault DOCR . . . . . 65

Table 6.20-Results Comparison for 3-Bus System (Near-end and Far-end Fault) DOCR 65
Table 6.21-Hundred Evaluation of DOCR (Near-end and Far-end Fault) Value for
6-Bus System . . . . .. ..o 66
Table 6.22-Hundred Evaluation of DOCR, Algorithm Execution Time for 6-Bus System 66
Table 6.23-Best solution found for 6-Bus System (Near-end and Far-end Fault) of

DOCR . . . o e 66
Table 6.24—Hundred Evaluation of Distance-DOCR, Coordination of Value for 6-Bus

System . ..o 67
Table 6.25-Hundred Evaluation of Distance-DOCR Coordination Algorithm Execu-

tion Time for 6-Bus System . . . . . . . .. .. ... 00 67
Table 6.26-Best solution found for 6-Bus System (Near-end and Far-end Fault) of

Distance-DOCR . . . . . . . . . .. 67
Table 6.27-Survivors of the F-RACE Algorithm for 6-Bus System . . . . . . .. .. 67
Table 6.28—Comparing for Survivors of the F-RACE Algorithm for 6-Bus System . 68
Table 6.29-Results Comparison for 6-Bus System Mid-Point Fault DOCR . . . . . 70

Table 6.30—Hundred Evaluation of DOCR Objective Function Value for 8-Bus System 70
Table 6.31-Hundred Evaluation of DOCR, Algorithm Execution Time for 8-Bus System 71
Table 6.32-Best solution found for 8-Bus System (Near-end Fault) of DOCR . . . . 71
Table 6.33-Top 10 feasible & optimal solutions from exhaustive from limited LP

solver for eight-bus system. . . . . . . .. ... ... 72
Table 6.34-Hundred Evaluation of Distance-DOCR, Objective Function Value for
8-Bus System . . . . ... 72

Table 6.35—Hundred Evaluation of Distance-DOCR Algorithm Execution Time for
8-Bus System . . . . ... 73



xiii

Table 6.36-Best solution found for 8-Bus System (Near-end) of Distance-DOCR . . 73

Table 6.37—Survivors of the F-RACE Algorithm for 8-Bus System . . . . . .. ... 74
Table 6.38—Comparing for Survivors of the F-RACE Algorithm for 8-Bus System . 74
Table 6.39-Results Comparison for 8-Bus System Fault DOCR. . . ... ... ... 7

Table 6.40-Hundred Evaluation of DOCR Objective Function Value for 9-Bus System 78
Table 6.41-Hundred Evaluation of DOCR, Algorithm Execution Time for 9-Bus System 78
Table 6.42-Best TDS solution found for 9-Bus System (Near-end and Far-end Fault)

of DOCR . . . . . . 78
Table 6.43-Best PS solution found for 9-Bus System (Near-end and Far-end Fault)

of DOCR . . . . . . 79
Table 6.44—-Survivors of the F-RACE Algorithm for 9-Bus System . . . . . . .. .. 79
Table 6.45—Comparing for Survivors of the F-RACE Algorithm for 9-Bus System . 80
Table 6.46-Results Comparison for 9-Bus System Fault DOCR. . . . .. ... ... 82

Table 6.47-Hundred Evaluation of DOCR Objective Function Value for 15-Bus System 82
Table 6.48—Hundred Evaluation of DOCR Algorithm Execution Time for 15-Bus

System . ..o 82
Table 6.49-Best TDS solution found for 15-Bus System (Near-end and Far-end Fault)

of DOCR . . . . . . 83
Table 6.50-Best PS solution found for 15-Bus System (Near-end and Far-end Fault)

of DOCR . . . . . . 83
Table 6.51-Survivors of the F-RACE Algorithm for 15-Bus System . . . . . . . .. 84
Table 6.52—Comparing for Survivors of the F-RACE Algorithm for 15-Bus System . 84
Table 6.53-Results Comparison for 15-Bus System Mid-Point Fault DOCR . . . . . 86
Table 6.54—Parameter influence for all tested system . . . . .. ... .. ... ... 86
Table A.1-Tripping times for coordinated configuration - 6 Bus System . . . . . . . 104

Table A.2—Tripping times for coordinated (Hybrid) configuration - 6 Bus System . 105
Table A.3—Tripping times for coordinated configuration - Distance / DOCR for

6-bus System - Part T . . . .. .. ... . oo 106
Table A.4—Tripping times for coordinated configuration - Distance / DOCR for

6-bus System - Part IT . . . . . . .. ... .. ... ... ... ..., 106
Table A.5—Tripping times for coordinated configuration (Hybrid) - Distance / DOCR

for 6-bus System - Part I . . . . . .. ... oo 107
Table A.6—Tripping times for coordinated configuration (Hybrid) - Distance / DOCR

for 6-bus System - Part IT . . . . . . . .. .. ... ... ... . ..... 108
Table A.7—Tripping times for coordinated configuration - 8 Bus System . . . . . . . 108

Table A.8—Tripping times for coordinated (Hybrid) configuration - 8 Bus System . 109
Table A.9—Tripping times for coordinated configuration - Distance / DOCR for
8-bus System . . . . .. ..o 109



xiv

Table A.10-Tripping times for coordinated (Hybrid) configuration - Distance / DOCR

for 8bus System . . . . ..o 110
Table A.11-Tripping times for coordinated configuration - 9 Bus System . . . . . . . 111
Table A.12-Tripping times for coordinated (Hybrid) configuration - 9 Bus System . 112
Table A.13-Tripping times for coordinated configuration - 15 Bus System . . . . . . 113
Table A.14-Tripping times for coordinated (Hybrid) configuration - 15 Bus System . 114



List of Abbreviations and Acronyms

ABNT Associacao Brasileira de Normas Técnicas
ACO ant colony optimization

ACOpg ant colony optimization for continuous domain
BBO Biogeography Based Optimization

BR backup relay

CO combinatorial optimization

COPEL Companhia Paranaense de Energia
CSA Cuckoo Search Algorithm

CT current transformer

CTI coordination time interval

CTR current transformer rate

CV constraints violations

CVT capacitor voltage transformer

DG distributed generation

DOCR directional overcurrent relays

DT definite time

DZ-1 Zone 1 for a distance relay

GA genetic algorithm

GACB Genetic Algorithm Chu-Beasley

GE General Electric

HSOC high set overcurrent

I/F-Race Iterated F-Race Algorithm

TAC family of overcurrent relays from General Electric (GE)

IDMT inverse definite minimum time



IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
THQS initial high-quality solution

ISO International Organization for Standardization
LP linear programming

MDE Modified Differential Evolution

MDES5 Modified Differential Evolution v5
MINLP mixed-integer nonlinear programming
MVOP mixed-variable optimization problem
NBA No Backup Available

NFE number of function evaluation

NLP nonlinear programming

OCDE Opposition Based Chaotic Differential Evolution
OF objective function

OSL OSL Solver

PR primary relay

PS plug setting

PSO Particle Swarm Optimization

RST Rhetorical Structure Theory

SA solution archive

SBB Standard Branch-and-Bound

SEF Sensitive earth fault

SLS stochastic local search

SOA Seeker Optimization Algorithm

SQP Sequential Quadratic Programming

TDS time dial setting

xvi



xvil

TSS Total Search Space
VSS Valid Search Space

VT voltage transformer



A p B
K. E

Ato F

I pickup

T DSmin
TDS*
P S{”m
pSmar
t9¢

72
tiZ 2min

tZ2max

List of Symbols

Relays and Coordination

Constant parameters for IEEE Relays.

Constant parameters for IEC Relays.

Constant parameters for TAC Relays.

Input current.

Pickup Current.

Coordination Time Interval, also CTI.

Operating time of the relay ¢ for a fault in £.
Current Transformer Ratio for relay i.

Number of relays to coordinate.

Minimum value of T'D.S of relay R;.

Maximum value of T'DS of relay R;.

Minimum value of PS of relay R;.

Maximum value of PS of relay R;.

Operating time of the primary DOCR 1 for a fault k.
Time defined for the second zone of each distance relay.

t72 of relay R;.

Minimum value of
Maximum value of t#? of relay R;.

Model for Mixed-variable Optimization Problems
A model for Mixed-variable Optimization Problems
Search space S

Set of constraints among the variables.

Ordinal variables.

Categorical variables.



oQF

yZe;

xix

Discrete variables.

Continuous variables.

ACO for Mixed-variable Optimization Problems
Size of solutions in the SA.

Individuals Solutions from SA

Number of new solutions (ants).

Weight for a solution j in the SA.

Parameter of the algorithm (g, Continuous ¢, Categorical)

Weighting factors for increasing or decreasing the influence of fitness

and unfitness function, respectively.
Tolerance for stop criteria.
Parameter related to pheromone persistence or convergence.

Number of solutions that use PS; for the categorical variable 7 in the
SA.

Number of values from PS vector available ones that are not used by
the SA.

Stagnation of the QF.

F-RACE

Possibly infinite set of candidate configurations.
Possibly infinite set of instances.

Probability measure over the set I.
Computation time.

Cost measure of a configuration.

Probability measure over the set C.

Total amount of time available for experimenting with the given can-
didate configurations on the available instances before delivering the

selected configuration.

Number of iterations.



XX

[ Number of actual iteration.

d Number of parameters.

By Computational budget in iteration .

Bised Total computational budget used until iteration [ — 1.
Noin Number of candidate configurations remain.

Novrvive Number of candidates that withstand the race.

r, Rank of of the configuration z.



Contents

List of Figures . . . . . . . . . . . 0 i i i i i i i i i e et e e
List of Tables . . . . . . . . . i i it
List of Abbreviations and Acronyms . ... .. ... ......
List of Symbols . . . . . . . .. ... .. . e
1 INTRODUCTION . . . ... e e
1.1 General considerations . . . . .. ... ... 0L
1.2 Statement of the problem . . . . . . . .. ... ...
1.3 Objectives . . . . . . . .
1.4 Methodology . . . . . . . . . . ...
1.5 Outline of the dissertation . . . . .. ... ... .. ........
2 LITERATURE REVIEW . . ... ... ... .00
2.1 State of the Art . . . . . . . . .. ...
2.2 Protective Relaying . . . . .. .. ... .. ... ...
2.2.1 Power System Protection Components . . . .. ... ... ...
2.2.2 Instrument Transformers . . . . .. ... .. ... ... ......
2.2.3 Zones of Protection. . . . . . . .. ... ... ... ...
2.2.4 Protection system philosophies . . .. ... .. ... ... ....
2.2.5 Primary and backup protection . . . . . ... ... ... .....
2.2.6 Protection techniques . . . . . . ... ... ... ..........
2.2.7 Modernization of the Protection System . ... ... ... ...
3 MATHEMATICAL FORMULATION ... ...........
3.1 Mathematical Modeling DOCR . . . . .. ... ... ... ....
3.1.1 IEEE Curves . . . . . . . . . . . . . . e
3.1.2 IEC Curves .. . . . . . . . . . e
3.1.3 TIAC Curves . . . . . . .
3.14 It Curves . . . ..
3.1.5 Objective Function . . . . . . . . . . ... ... ... ... ... .
3.1.6 Coordination Constraints . . . . . . ... ... ... ... .....
3.2 Mathematical Modeling DOCR & Distance . . ... ... ...
3.2.1 Objective Function . . . . . . . . . .. ... ... ... .. ... ..

3.2.2 Coordination Constraints . . . . . . . . . . . .. .. ... ... ..



3.3

4.1
4.2
4.3
4.3.1
4.4
4.4.1
4.5
4.6
4.7
4.7.1
4.7.2
4.7.3
4.8
4.9
4.10

5.1
5.2
5.3
5.4
5.5

6.1

6.1.1
6.1.2
6.1.3
6.1.4
6.2

6.2.1
6.2.2
6.2.3
6.2.4
6.3

6.3.1
6.3.2

xxil

Feasible Region and Problem Characterization . .. ... ... 30
IMPLEMENTATION . ... ... ittt t v 32
Ant Colony Optimization . . . . . . ... ... ... ... ... .. 32
Model for Mixed-variable Optimization Problems . ... . .. 33
ACO for Mixed-variable Optimization Problems . . ... . .. 34
Codification . . . ... .. .. ... ... 34
Construction of a solution (anant) . . . . .. ... ... ... ... 35
ACOpy Parameters . . . . . . . . .. .. 36
Restart Mechanism . . . . . . . .. ... ... .. ... ....... 37
Algorithm and Flowchart . . . . . . ... ... ... ... ..... 37
Analysis of ACO parameters . . . . . . . ... ... ... ..... 37
F-RACE approach . . . ... ... ... ... .. .......... 38
Algorithm Configuration Problem . . . ... ... ... ... .. 40
Iterated F-Race Algorithm . . . . . . . ... ... ... ... .... 41
High-Quality Initial Solution . . . . . . . . ... ... ... .... 44
Hybrid Technique ACO-LP . . . . . . .. ... ... ... ..... 45
Solution Space Estimate - Linear Relaxation . . . . . . . .. .. 45
TESTING SYSTEMS . . . . .. .. ittt v v 47
System I: Three Bus Network . . . . . .. ... ... ... ... .. 47
System II: Six Bus Network . . . . . ... ... ... ... .... 48
System III: Eight Bus Network . . . . . ... ... ........ 50
System IV: Nine Bus Network . . . . . . .. ... ... .. ..... 51
System V: Fifteen Bus Network . . . . . .. ... ... .. ... .. 53
RESULTS AND DISCUSSIONS . . . . . ... . oo 56
System I: Three Bus Network . . . . . ... ... ... .. ... .. 56
DOCRs Only . . . . . . .. .o 56
Distance and DOCRs (Near-end and Far-end Fault) . . . . . . 60
ACO Parameters Optimization with F-RACE . . . . . . . . .. 62
Validation . . . . . . .. ... 63
System II: Six Bus Network . . . .. .. ... ... ........ 65
DOCRs Only . . . . . .. .. 65
Distance and DOCRs . . . . .. .. .. ... ... ... ...... 66
ACO Parameters Optimization with F-RACE . . . . .. . . .. 67
Validation. . . . . . . . . ... ... 68
System III: Eight Bus Network . . . .. ... .. ... .. ... .. 70
DOCRs Only . . . . .. . .. ... 70

Distance and DOCRs . . . . . . . . . . . . . ... ... 72



6.3.3
6.3.4
6.4

6.4.1
6.4.2
6.4.3
6.5

6.5.1
6.5.2
6.5.3
6.6

Al
A.l1
A.1.2
A.2
A.2.1
A.2.2
A3
A.3.1
A4
A4.1

ACO Parameters Optimization with F-RACE . . . . . . . . ..
Validation . . . . . . . . . . .. ...
System IV: Nine Bus Network . . . . . . . ... ... .. .....
DOCRs Only . . . . . . ...
ACO Parameters Optimization with F-RACE . . . . . . . . ..
Validation . . . . . . . . . . . ...
System V: Fifteen Bus Network . . . . . . .. ... ... ... ..
DOCRs Only . . . . . . . ..o
ACO Parameters Optimization with F-RACE . . . . . . . . ..
Validation. . . . . . . . . ... ...

Discussions and Final Considerations . . . . . . ... .. .. ..
CONCLUSION . . ottt e e e e e e e e e e e e s e e s e

RECOMMENDATIONS FOR FUTURE WORK . . ... ...

BIBLIOGRAPHY ... .. ... i i i ee

APPENDIX

APPENDIX A — COORDINATION TIMES RESULTS

System II: Six Bus Network . . . .. ... .. ... ........
DOCRs Only . . . ... ... .. .
Distance and DOCRs . . . . .. .. .. ... ... ... ......
System III: Eight Bus Network . . . . ... ... ... .. ... ..
DOCRs Only . . . . .. . ...
Distance and DOCRs . . . . . ... ... ... ... ........
System IV: Nine Bus Network . . . . . . ... ... ... ... ..
DOCRs Only . . . . .. . ...
System V: Fifteen Bus Network . . . . . . ... ... .. .....
DOCRs Only . . . . . . . ..

xxiii

73
74
77
78
79
80
82
82
83
84
86

88

89

90



1 Introduction

1.1 General considerations

In an electric power system design, system protection is an important consideration.
Without system protection, the power system itself, which is intended to be of benefit to

the facility in question, would itself become a hazard.

Power systems are designed to be as fault-free as possible through careful design,
proper equipment installation, and periodic equipment maintenance. However, even when
these practices are followed, it is not practical to design a power system to completely
eliminate faults from occurring (STENANE, 2014).

System faults usually, but not always, provide significant changes in the system
quantities, which can be used to distinguish between tolerable and intolerable system
conditions. These changing quantities include overcurrent, over or under-voltage, power,
power factor or phase angle, power or current direction, impedance, frequency, temperature,
physical movements, pressure, and contamination of the insulating quantities. The most
common fault indicator is a sudden and generally significant increase in the current;
consequently, overcurrent protection is widely used (BLACKBURN; DOMIN, 2006).

A detailed model of a protection system is complex and will usually consist of
three major parts: instrument transformers, protective relays, and circuit breakers. The
instrument transformers lower the power system voltages to safe working levels. The
protective relays receive information about the operating conditions of the high-voltage
power system via the instrument transformers (MARTINEZ-VELASCO, 2015). The
Institute of Electrical and Electronics Engineers (IEEE) defines a protective relay as
a relay whose function is to detect defective lines or apparatus or other power system
conditions of an abnormal or dangerous nature and to initiate appropriate control circuit
action (IEEE, 2000).

According to (BLACKBURN; DOMIN;, 2006), there are five basic facets of protective
relay application:
1. Reliability: assurance that the protection will perform correctly.
2. Selectivity: maximum continuity of service with minimum system disconnection.

3. Speed of operation: minimum fault duration and consequent equipment damage and

system instability.
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4. Simplicity: minimum protective equipment and associated system to achieve the

protection objectives.

5. Economics: maximum protection at minimal total cost.

If all five basic objectives could be achieved to their maximum requirement level
it would be the ideal scenario but not a real-life situation. Thus, the protection engineer

must evaluate these as restrictions for maximizing the protection of the system.

The process of choosing settings or time delay characteristics of protective devices,
such that operation of the devices will occur in a specified order to minimize customer
service interruption and power system isolation due to a power system disturbance is

known as coordination of protection (IEEE, 2000).

Overcurrent and Distance relays are mostly used for transmission and sub-transmission

protection systems.

For overcurrent relays, the coordination is performed using linear or non-linear
programming techniques but to avoid the complexity of the non-linear programming
methods, coordination problem for overcurrent relays is commonly formulated as a linear
programming (KALAGE; GHAWGHAWE, 2016). The optimization techniques using
methods as Simplex, Two-phase Simplex, and Dual Simplex present a disadvantage because
they are based on an initial basic solution and may be trapped in the local minimum
values. Intelligent optimization techniques such as genetic algorithm (GA) can adjust the
setting of the relays without the mentioned difficulties but requiring a modification of the
objective function and constraints (NOGHABI et al., 2009), trending heuristics techniques

to solve the problem.

The distance protection is one of the most common protection types since it gives
by measuring voltage and current at one point already a very selective information about
the fault. However, high time coherence between current and voltage in the order of 1 us
is needed for correct results (BRAND; De Mesmaeker, 2013). Distance relays can be
used as main or backup protection, to protect the transmission line or power transformer.
Nowadays, numerical distance relays have been used widely replacing the electromechanical
and static distance relays (IDRIS et al., 2013).

In the cases that the distance relay is considered to be the main relay and the
overcurrent one is the backup relay, it is necessary to find the critical fault locations. These
are critical fault locations at which the time margin (At) between main distance relay
and backup overcurrent relay is at a minimum. The coordination is made based on the
constraints derived from the values (At) for critical fault locations (SINGH et al., 2012).
The object function is developed by adding a new term that is the constraint related to

the coordination of the distance and overcurrent relays when a fault occurs at the critical
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location.

1.2 Statement of the problem

The overcurrent protection has an extended implementation in the electrical power
system compare to directional overcurrent and distance protection, a simpler operational
principle leads to low-cost applications. In situations where a distributed generator is
present, a radial scheme is no longer valid because power flow eventually will change,
accordingly, modern transmission, sub-transmission, and distribution protection system
have many similarities. Since overcurrent protection protects from faults in one direction, it
cannot be implemented in these circumstances. In such, a situation directional overcurrent
or distance protection would be the ideal protection. Directional overcurrent detects a
fault in forward and reverse directions and distance protection uses zones to protect the

feeder.

The coordination problem is widely solved using a linear programming implementa-
tion as explained in Urdaneta et al. (1988). Many different techniques have been proposed
and applied since then. But in this case, the coordination problem requires reformulating
the objective function to combine overcurrent and distance settings. For overcurrent relays
finding the time dial setting is based on the mathematical statement of the sensitivity,
speed, security and selectivity conditions associated with the traditional relay coordination
problem. Perez and Urdaneta (2001) proposes a procedure to include backup definite-time
relays in the process of computing the time dial setting (TDS) of directional overcurrent re-
lays (DOCR) with inverse time curves. This is useful in transmission and sub-transmission
systems which have a mixed scheme with directional overcurrent and distance relays. For
the particular case of the coordination of directional overcurrent relays of distance relays,

it was proposed to change constraints with the results of improvement of selectivity.

In linear programming techniques, it is not possible to select overcurrent relays
characteristic besides relays’ time dial setting (TDS) to have the optimal coordination. In
some cases of overcurrent/distance relays coordination, it is necessary to find the critical
fault locations. A mixed protection scheme with distance relays formulated in Abyaneh
et al. (2008) has been modified in such a way that five different critical points as the
fault position are taken into account and Chabanloo et al. (2011) adding some new terms
fulfill optimal combined coordination of distance and overcurrent relays, using GA-based

Heuristic.

Sadeh et al. (2011) proposed to perform optimal coordination between distance and
overcurrent relays for every second zone of distance relays; finding time multiplies setting
and second zone time for each relay by linear programming, and computing of pickup

current by using particle swarm optimization. This hybrid particle swarm optimization
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was successful in achieving a better coordination than linear programming. According to
this reference obtained results of particle swarm optimization and genetic algorithm for a
sample network, are equal, but particle swarm optimization performs coordination faster.
For combined optimization of relays coordination, Singh et al. (2012) stands differential
evolutionary algorithm gives no-miscoordination and coordination time margin is not

violated as seen in the result obtained from GA.

1.3 Objectives

The main objective is to present a study of different methodologies for the coordina-
tion of distance and/or overcurrent relays in electric power systems, using a mathematical
optimization technique and a computational tool to determine the best settings for the

relays been selective.

In order to reach the main objective, the above specific objectives are defined:

e Review of specialized methodologies used in the optimal coordination of distance

and overcurrent relays, both as individual and/or combined configuration.

e Formulate the problem of relay coordination like a mathematical optimization

problem.

e Establish a procedure for the transformation of non-linear mathematical models into

linear models applied to the relay study case.
e Develop a metaheuristic algorithm to solve the coordination problem.

e Implement a tool able to improve results, according to the comparison with preceded

investigations.

e Analyze a tuning process for the heuristic applied in order to increase the performance

of the algorithm and maximize the protection facets.

e Compare and evaluate the results applying the proposed methodology to the literature

reviewed.

1.4 Methodology

This dissertation is based on the analysis of results obtained through an applied
mathematical modeling procedure to solve a combine relays coordination theory. In this
case of study distance and overcurrent relays as individual and as a combine protection
system are evaluated in order to obtain potential configuration schemes into coordination

problem.
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In order to achieve a successful implementation, qualitative research is required to
gain an understanding and generate a new approach to combine relay coordination for

later quantitative research, based on measuring of the testing systems fault response.

Qualitative research involves investigating the subjects relate to power system
protection and the mathematical techniques applied to relays coordination, with an
emphasis on the formulation of an objective function and his constraints. In the literature,
different methods are applied to solve the coordination problem but this work focuses
on an ant colony optimization (ACO) presenting a significant contribution to this study.
Computational modeling to run tests on actual power systems, changing the topology to

compare evaluation results with literature review as quantitative research.

The bibliographic review was performed constantly throughout the work, main-
taining the trends in the research of protection systems, besides its importance of other

activities.

In essence, the step of mathematical modeling deals with an extension of what is on
the literature review, being dedicated to the analysis, characterization, reproduction, and
comparison of existing models and how they may be improved. At this point, it is possible
to learn and implement different solutions to problems related to relay coordination, linked
to the latest advances, which allow the characterization and comparison of such solutions
with new solution techniques. In this way, it offers an in-depth understanding of the
solutions of problems present in the literature, highlighting its advantages, deficiencies

and specific details of the procedure, opening the way for possible improvements.

It is also worth mentioning that the comparing of results is done through simulations
made from routines built for /on Matlab, which constitutes a high-level language, facilitating
and accelerating this stage because it offers practicality in the construction of functions
and routines. In addition, in the comparative phase, different solutions of problems of the
same kind are analyzed and compared in a fair way among each other, being evaluated

their performance and complexity.

The main contribution of this work is made through the augmentations to the
mathematical model introducing distance relay seeking for coordination improvement
considering an extra-level protection with existing devices, whether own protection zone
or corresponding backup zones. Another major contribution in the optimization area is
the algorithm parameters optimization describing a specific technique to find optimal
parameters to get better output from the implemented algorithm. Also relevant would be

exhaustive search process to validate metaheuristic results.

Results obtained, overcome some precedents values validating the new algorithm
as novel coordination problem solution, besides introducing a new base to combine

distance and overcurrent relay coordination, with a feasible model to future works and/or
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implementation.

1.5 Outline of the dissertation

The dissertation is organized as follows:
Chapter 1: Introduction.

This chapter provides the purpose, statement of the problem, objectives, and

research methodology of the project.
Chapter 2: Literature Review.

This chapter gives a State-of-the-Art resume and summarizes protective relaying
and the basics schemes required to understand relays as a protective device and the

importance of their coordination.
Chapter 3: Mathematical Formulation.

In Chapter 3, the development of a mathematical formulation for distance and
overcurrent coordination with limitation for each topology and actual consideration for

this problem.
Chapter 4: Implementation.

This chapter presents an overview of methodologies applied to relay coordination,
with an implementation of Ant Colony Optimization technique, for multi-variable problems,
developing a tool for the analysis of ACO parameters and optimizing them, besides a

Hybrid technique based on ACO and Linear Programming.
Chapter 5: Testing Systems.

System types, configuration, and data to apply proposed methodology to generate

results to compare.
Chapter 6: Results and Discussions.

In this chapter, the results, and discussions of the applied methodologies. Presenting

tables and figures to corroborate results obtained.
Chapter 7: Conclusions.
The conclusions based on research discussions.
Chapter 8: Recommendations for Future Work

Future research trend line to continuing this work.



2 Literature Review

2.1 State of the Art

The incremental quantity of protection technologies impact in faults cleared faster,
improving safety with a better power system stability, and preserved equipment life
as consequence. Above smart grids design, network topologies are changing-intensively,
changes must be deemed for the protection devices in order to heighten their performance.
Classical coordination model is still valid but only for single instances of the daily network
load profile. Trending brings fast solving techniques able to process dynamic data keeping
system all-time coordinated (SHIH; ENRIQUEZ, 2014; SHIH et al., 2017; ENRIQUEZ;
MARTINEZ, 2007; PIESCIOROVSKY; SCHULZ, 2017).

Optimal coordination of DOCRs in interconnected power systems originally by
Urdaneta et al. (1988) presented two types of tap settings namely plug setting (PS) and
TDS to be calculated. Mixed Protection Scheme, composed of distance relays and DOCRs
requires considering both relays because separate relay computation would lead to loss of
selectivity. Perez and Urdaneta (2001) model considers the best setting for the second zone
that assures selectivity differs from used in distance schemes, mixed configurations normally
are misestimated due to complex topologies and system-inside considerations to formulate
an exact model, this mixed scheme brought back by Chabanloo et al. (2011), Singh et al.
(2012) in-light the advantage over low speed of overcurrent relay forcing the application
of distance relay for protection transmission system, even when miscoordination exist
for sub-transmission systems usually work under those approaches; Ahmadi et al. (2017)

studies pickup current effect on reduction of discrimination times improving coordination.

A concept of robust coordination conferred by Costa et al. (2017), which analyzes a
classical coordination model but counting different scenarios where the data of the system
is continuously changing and the selectivity is no longer correct. Recently, Yazdaninejadi
et al. (2017) shows a different kind of coordination for meshed distribution networks,
previously developed by Zeineldin et al. (2015), where dual setting relays are provided with
two inverse time-current characteristics whose parameters will rely on the fault direction,

adding an extra level of protection.

In adaptive protection schemes, it is necessary to compute the DOCRs parameters
at each topological change (SHIH et al., 2014; CHEN; LEE, 2014, CORREA et al., 2015;
SHIH et al., 2015). A practical implementation of adaptive protection is also reported in
Piesciorovsky and Schulz (2017). Modern power systems with the addition of distributed
generation (DG) impact on protective relaying (GEORGE et al., 2013), especially in
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radial systems where coordination is performed with no-directional units (HUSSAIN et al.,
2013; CHEN et al., 2013), accordingly request the implementation of a meshed network
formulation (YANG et al., 2013; SRIVASTAVA et al., 2016)

An introduction to heuristic techniques came to treat the non-linear variable PS,
the new evolutionary algorithm applied in Mansour et al. (2007), Zeineldin et al. (2005)
shows and advantage for implementation, derivate from simplicity and robustness of
GA principle. Also, hybrid methods rise for the benefit of reducing the major problem
into small search spaces LP compatible (SINGH et al., 2011). A specialized Genetic
Algorithm Chu-Beasley (GACB) that uses an efficient local search, finding solutions to
the coordination problem with very low computation times is presented in Kida (2016),

this guarantees an applicability in smart grid systems.

The ant colony optimization (ACO) was introduced by Dorigo et al. (1996) a novel
nature-inspired metaheuristic for the solution combinatorial optimization (CO) problems.
The ACO is inspired by the foraging behavior of real ants. Ants food search begins
exploring the area surrounding their nest in a random manner. When an ant finds a food
source, proceeds to evaluate quantity and quality taking some back to the nest. During this
process, ants deposit a tale of pheromones that create trails for others to follow; increasing

the probability of finding food sources.

ACO common implementation is extended to multiple CO problems. But for high-
resolution problem CO approach is not convenient, Socha and Dorigo (2008) introduced
an ACO expansion to continuous domains named AC'Op this algorithm close to original
formulation affords a convenience with the possibility of tackling mixed discrete-continuous
variables as develops Solnon (2007) later. The advantage of this algorithm compared to
GA is the role of global memory played by the pheromone matrix, which leads to better
and faster solution convergence (SHIH et al., 2015).

Initial solutions for ACO is commonly generated using a normal random process
within feasible space for each variable (BLUM, 2005). Machine learning algorithms measure
performance based on function evaluations, but for big sizes problem with a high number of
possible combinations, computational time could be compromised. Evolutionary algorithms
look for start evaluation closer to the global optimal and enhancing convergence and solution
quality (ZHANG et al., 2011).

The performance of heuristic algorithms is known to be sensitive to the values
assigned to its parameters. Ordinarily, studies provide reasonable ranges in which to
initialize the parameters based on their long-term behaviors, such prior studies fail to
quantify the empirical performance of parameter configurations across a wide variety
of benchmark queries. Harrison et al. (2017) is an example of empirical optimization

technique in this case for a Particle Swarm Optimization (PSO) algorithm.
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Parameters selection can be thought of as machine learning within the problem of
finding the best model among a group of possibilities. Hoeffding Races (MARON, 1994)
use for quickly discarding bad configurations, concentrating the computational effort at
differentiating between the better ones, thereby reducing the number of cross validation
queries. Those process rest on regards must statistical (FRIEDMAN, 1937) information to

validate parameters and guarantee a final quality solution.

Adenso-Diaz and Laguna (2006) developed CALIBRA, a procedure that uses
Taguchi’s (BALLANTYNE et al., 2008) fractional factorial experimental designs coupled
with a local search procedure to obtain best values parameters even when they are not
optimal ones. But when ACO is considered F-RACE (BARTZ-BEIELSTEIN et al., 2010)
approached is widely used (BALAPRAKASH et al., 2007) a racing algorithm that starts
by considering a number of candidate parameter settings and eliminates inferior ones as
soon as enough statistical evidence arises against them. Stochastic local search algorithms
develop their tune-up base on this method (BARTZ-BEIELSTEIN et al., 2010).

Table 2.1 aims to provide an exhaustive summary of current literature relevant to

Protective relaying and Coordination.

Table 2.1 — Literature Review for Protective Relaying and Coordination.

Characterization Theme System Application Citation
Basics Protective Relaying General (MASON, 1956)
Basics Relay Protection Transmission (ATABEKOV, 1960)
Basics Protective Relaying General (WARRINGTON, 1968)
Coordination Distance Relays Setting Transmission (SA et al., 1984)
Coordination DOCR Transmission (URDANETA et al., 1988)
Coordination DOCR Transmission (URDANETA et al., 1996)
Coordination DOCR Distribution (CHATTOPADHYAY et al., 1996)
Coordination DOCR Distribution / Sub- (ABDELAZIZ et al., 1999)
transmission
Combine Coordi- Distance - DOCR General (JIMENEZ, 1999)
nation
Combine Coordi- Distance - DOCR Transmission (PEREZ; URDANETA, 2001)
nation
Coordination DOCR Transmission (ZAPATA; MEJIA, 2003)
Coordination DOCR -Review General (BIRLA et al., 2005)
Coordination DOCR Transmission (DEEP et al., 2006)
Coordination DOCR Distribution (ESTRADA et al., 2006)
Coordination DOCR Transmission (BIRLA et al., 2006)
Coordination DOCR Distribution (JULIAN et al., 2007)
Coordination DOCR - Distribuited Generation  Distribution (VALLEJO, 2007)
Coordination DOCR - Software Development ~ General (ZENGLI et al., 2007)
Coordination Distance Relays Transmission (TRUNK et al., 2008)
Coordination Distance Relays Transmission (CHAVEZ et al., 2008)
Coordination DOCR Radial (KEIL; JAGER, 2008)
Combine Coordi- Distance - DOCR Transmission (ABYANEH et al., 2008)
nation
Coordination DOCR Subtransmission / (MAZLUMI; ABYANEH, 2009)
Transmission
Coordination DOCR Transmission (NOGHABI et al., 2009)

Continued on next page
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Table 2.1 — continued from previous page

Caracterization Theme System Application Citation
Coordination DOCR Transmission (RATHINAM et al., 2010)
Coordination DOCR Transmission (THANGARAJ et al., 2010)
Coordination DOCR Distribution (BARRETO, 2010)
Coordination DOCR Transmission (SADEH et al., 2011)
Coordination DOCR Transmission (CHABANLOO et al., 2011)
Coordination DOCR Distribution (SINGH et al., 2011)
Coordination DOCR Transmission (BEDEKAR; BHIDE, 2011a)
Coordination DOCR Transmission (GUEVARA, )
Coordination DOCR Transmission (BEDEKAR; BHIDE, 2011b)
Coordination DOCR Transmission (TERESA et al., 2012)
Coordination DOCR Transmission (LIU; YANG, 2012)
Combine Coordi- Distance - DOCR Transmission (MORAVEJ et al., 2012)
nation

Basics Protective Relaying General (ELMORE, 2012)
Coordination DOCR Transmission (CORREA, 2012)
Combine Coordi- Distance - DOCR Transmission (SINGH et al., 2012)
nation

Coordination DOCR Transmission (AMRAEE, 2012)
Coordination DOCR Transmission (SUEIRO et al., 2012)
Coordination DOCR Transmission (YANG; LIU, 2013)
Combine Coordi- Distance - DOCR Distribution (CHEDID, 2013)
nation

Coordination DOCR Transmission (NAIR; RESHMA, 2013)
Coordination DOCR Transmission (DASH et al., 2013)
Coordination DOCR Distribution (CHEN et al., 2013)
Basics Protective System General (BRAND; De Mesmaeker, 2013)
Coordination DOCR Transmission (RAMOS et al., 2014)
Coordination DOCR -Review General (HUSSAIN et al., 2013)
Coordination DOCR -Review General (RAZA et al., 2013)
Coordination DOCR Industrial (CESAR, 2013)
Coordination DOCR Transmission (YANG et al., 2013)
Combine Coordi- Diferencial - DOCR Microgrid (HARON et al., 2013)
nation

Coordination DOCR Transmission (STENANE, 2014)
Combine Coordi- Distance - DOCR Transmission (MARCOLINO, 2014)

nation

Coordination
Coordination
Coordination
Coordination
Coordination
Coordination

Combine Coordi-

nation

Coordination
Coordination
Coordination
Coordination
Coordination
Coordination

Coordination

Adaptative Coor-

dination
Coordination
Coordination
Basics

Coordination

DOCR
DOCR
DOCR
DOCR

Review - Smart Grid

DOCR

Distance - DOCR

DOCR
DOCR
DOCR
DOCR
DOCR
DOCR
DOCR
DOCR

DOCR
DOCR

Protective System

DOCR

Transmission
Transmission
Transmission
Transmission
General
General

Transmission

Transmission
Transmission

Transmission

‘Wind Power Plants

Transmission
Transmission
Transmission

Transmission

Transmission
Transmission
General

Transmission

(CHEN; LEE, 2014)
(STENANE; FOLLY, 2014)
(HADI et al., 2014)
(SHIH et al., 2014)
(SHIH; ENRIQUEZ, 2014)
(LAZO, 2014)
(FARZINFAR et al., 2014)

(ARREOLA; CONDE, 2014)
(CHELLIAH et al., 2014)
(NEGRAO; VIEIRA, 2014)
(REZAEI et al., 2014)
(CORREA et al., 2015)
(SALEH et al., 2015)
(SWIEF et al., 2015)
(SHIH et al., 2015)

(MANCER et al., 2015)
(MESKIN et al., 2015)
(MARTINEZ-VELASCO, 2015)
(ALAM et al., 2015)

Continued on next page
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Table 2.1 — continued from previous page

Caracterization Theme System Application Citation
Coordination DOCR Transmission (ALBASRI et al., 2015)
Coordination DOCR - Distribuited Generation Distribution (Bedoya Toro; Cavadid Giraldo, 2015)
Coordination DOCR Transmission (DARJI et al., 2015)
Coordination DOCR Transmission (MORAVEJ et al., 2015)
Coordination DOCR Radial (KIDA; PAREJA, 2015)
Coordination DOCR Transmission (EMMANUEL et al., 2015)
Coordination DOCR Transmission (ZELLAGUI; ABDELAZIZ, 2015)
Coordination DOCR Transmission (ZEINELDIN et al., 2015)
Coordination DOCR - Distribuited Generation  Distribution (SRIVASTAVA et al., 2016)
Coordination DOCR Subtransmission (NOJAVAN et al., 2016)
Transmission
Adaptative Coor- DOCR - Distribuited Generation Distribution (ATES et al., 2016)
dination
Coordination DOCR General (KIDA, 2016)
Coordination DOCR Radial (KIDA; PAREJA, 2016b)
Coordination DOCR Microgrid (AHMARINEJAD et al., 2016)
Coordination DOCR Transmission (KIDA; PAREJA, 2016a)
Coordination DOCR Transmission (THAKUR; KUMAR, 2016)
Coordination DOCR Transmission (SWETAPADMA; YADAV, 2016)
Adaptative Coor- DOCR Transmission (KALAGE; GHAWGHAWE, 2016)
dination
Coordination DOCR Transmission (RAJPUT; PANDYA, 2017)
Coordination DOCR Transmission (EL-FERGANY; HASANIEN, 2017)
Adaptative Coor- DOCR Transmission (SHIH et al., 2017)
dination
Adaptative Coor- DOCR Transmission (YAZDANINEJADI et al., 2017)
dination
Coordination DOCR Transmission (RIVAS; PAREJA, 2017)
Adaptative Coor- DOCR Transmission (COSTA et al., 2017)

dination

2.2 Protective Relaying

System protection, also known as protective relaying, is composed of relay devices,
mainly installed in substations, designed to detect abnormal system conditions, typically
tracking the voltages and currents of the power system but not exclusive to those measures.
These devices are set up to trigger the ‘trip’ or ‘close’ signals to circuit breakers if the

verge is exceeded.

The IEEE characterize a relay as ‘an electric device that is designed to respond
to input conditions in a prescribed manner and, after specified conditions are met, to
cause contact operation or similar abrupt change in associated electric control circuits.’
Mentioning: ‘Inputs are usually electric, but may be mechanical, thermal, or other quantities
or a combination of quantities. Limit switches and similar simple devices are not relays’
(IEEE Power & Engineering Society, 2012).
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2.2.1 Power System Protection Components

Power line

Transmission line parameters are evenly distributed along the line length, and some
of them are also functions of frequency. For steady-state studies, such as short-circuit

calculations, positive- and zero-sequence parameters calculated at the power frequency
from tables and simple handbook formulas may suffice (MARTINEZ-VELASCO, 2015).

Source and Generation

Source models used in protection studies are represented by means of detailed
machine models or as ideal sinusoidal sources behind subtransient reactances or the
equivalent Thevenin impedances of the system. The choice of a specific model depends on
system configuration, the location of the fault and the objectives of the study (MARTINEZ-
VELASCO, 2015).

Power Transformer

Transformer modelling over a wide frequency range still presents substantial difficul-
ties: the transformer inductances are nonlinear and frequency dependent, the distributed
capacitances between turns, between winding segments and between windings and ground

produce resonances that can affect the terminal and internal transformer voltages.
Circuit Breaker

Circuit breakers are usually represented as ideal switches; that is, the switch opens
at a current zero and there is no representation of arc dynamics and losses. Custom-made
circuit breaker models can be employed for detailed arc modelling. The types of switches

that are applicable for protection studies are presented below.

2.2.2 Instrument Transformers

The main tasks of instrument transformers are:
e To transform currents or voltages from usually a high value to a value easy to handle
for relays and instruments.

e To insulate the relays, metering, and instruments from the primary high-voltage

system.
e To provide possibilities of standardizing the relays and instruments, etc. to a few

rated currents and voltages.

IEEE Std C57.13-2016 Requirements for Instrument Transformers, International
Electrotechnical Commission (IEC) 61869 2007-2016 Instrument transformers are most
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recent standards to newly manufactured instrument transformers with analog or digital

output for use with electrical measuring instruments or electrical protective devices.
Voltage transformers

There are basically, two types of voltage transformers used for protective equipment.

1. Electromagnetic type (commonly referred to as a voltage transformer (VT))

2. Capacitor type (referred to as a capacitor voltage transformer (CVT))

The electromagnetic type is a step-down transformer whose primary and secondary
windings are connected with a number of turns in a winding which is directly proportional to
the open-circuit voltage being measured or produced across it. This type of electromagnetic
transformers is used in voltage circuits up to 110/132 kV. For still higher voltages, it is
common to adopt the second type namely the CVT (HEWITSON et al., 2005).

Accuracy of voltage transformers

The voltage transformers shall be capable of producing secondary voltages, which
are proportionate to the primary voltages over the full range of input voltage expected
in a system. Voltage transformers for protection are required to maintain reasonably
good accuracy over a large range of voltage from 0 to 173% of normal. However, the
close accuracy is more relevant for metering purposes, while for protection purposes the
margin of accuracy can be comparatively less (HEWITSON et al., 2005). Under transient
conditions VTs and CVTs can be subjected to ferroresonance. This phenomenon leads
to overvoltages, which can lead to misoperation and (thermal and dielectric) failure
(MARTINEZ-VELASCO, 2015). Permissible errors vary depending on the burden and

purpose of use and typical values as per IEC are as follows.
Current transformers

All current transformers used in protection are basically similar in construction to
standard transformers in that they consist of magnetically coupled primary and secondary
windings, wound on a common iron core, the primary winding being connected in series
with the network, unlike voltage transformers (HEWITSON et al., 2005). They must,

therefore, withstand the networks short-circuit current.

There are two types of current transformers:

1. Wound primary type

2. Bar primary type
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The wound primary is used for the smaller currents, but it can only be applied on
low fault level installations due to thermal limitations as well as structural requirements
due to high magnetic forces. For currents greater than 100 A, the bar primary type is used
considering that if the secondary winding is evenly distributed around the complete iron
core, its leakage reactance is eliminated. Protection current transformers (CTs) are most
frequently of the bar primary, toroidal core with evenly distributed secondary winding

type construction.

Performance of instrument transformers under transient conditions have shown the
following areas of concern (MARTINEZ-VELASCO, 2015):

e CT saturation reduces the magnitude of the secondary current. The consequence for
electromechanical relays is a reduction of the operating force or torque; a reduced

torque increases the operation time and reduces the reach of the relay.

e (T saturation affects the zero-crossings of the current wave, and hence will affect

schemes that depend on the zero crossings, such as phase comparators.

e The relaxation current in the CT secondary is the current that flows when the
primary circuit is de-energized. This current is more pronounced in the case of CTs

with an anti-remnant air gap.

e The relaxation current can delay the resetting of low-set overcurrent relays and also

cause the false operation of breaker failure relays.

2.2.3 Zones of Protection

Protective relaying should be a part and parcel of overall system planning, design,
and operation. Circuit breakers are to be located at appropriate places. The components
or equipment and parts of the system to be protected by the circuit breakers must be
clearly identified (MURTY, 2017).

Fig. 2.1 illustrates such an identification and demarcation of zones. Overlapping
of the zones may be observed. Each zone generally covers one or two of power system
elements. Location of current transformers determines the boundaries of the zones. This is

purely from the protection point of view only.

A correct zoning should take into account:

e No point in the electrical system should be unprotected.

e All types of short circuits within the zone, including the edge, must be viewed by

the appropriate detector elements (Reliability, Sensitivity, and Speed).
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Figure 2.1 — Zones of Protection

e Any type of short circuit outside a zone should be seen by its detector elements but

not activate tripping devices. (Selectivity)

The protection zone determines the selection of unitary or no unitary protection

schemes, which define an absolute selectivity and are constituted by the backup protections.

2.2.4 Protection system philosophies

There are two main protection philosophies to which all protection systems adhere.
Unit protection

The philosophy of unit protection defines that the protection system should only
detect and react to primary system faults within the zone of protection while remaining
inoperative for external faults. The protection scheme illustrated in Fig. 2.2 represents a
simple unit protection scheme (BOOTH; BELL, 2013; DAVIES, 1998).

Relay A Communications link Relay B
| ﬁ Line A-B ﬁl |
W Zone of protectioné W %
4
Fault 1 Fault 2

Figure 2.2 — Unit protection system (current differential protection)

Unit schemes typically involve protection relays that monitor the primary system

conditions at each end, or boundary, of the protected zone. The relays measure some
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parameter and perform a comparison with the parameter being measured by the other
relay within the unit scheme. If some threshold criterion is violated, for example, the
measured currents are not equal or the vector summation of the measured currents is not
equal to zero, then the protection relay initiate the process which will lead to isolation of
the plant within the protected zone (SARKAR, 2015). Because of this requirement for
comparison of parameters from each ’end’ of the protected zone, almost all unit protection
schemes have a requirement for relay-to-relay communications facilities, which may be
achieved using a number of methods. For the system above, the zone of protection is clearly
defined. To be exact, the zone of detection is between the measurement points, while the
zone of protection is between the circuit breakers; normally, the CTs and circuit breakers
are at almost identical locations. If, for example, each relay in the system form Fig 2.2 was
comparing the magnitude of its measured current with the other relay’s measured current,
then for Fault 1, the currents will not be equal and the relays will trip. For the case of Fault
2, while both measured currents will be far in excess of normal load current levels, they
will still be equal, and the protection relays should remain stable. Unit protection systems
offer high levels of discrimination and stability, ensuring that the protection system only
operates for faults within the protected zone, while remaining are inoperative for ’external’
faults. The main negative aspect associated with unit schemes is that they do not possess
backup protection capabilities, and there is a considerable expense associated with the
use of communications. Furthermore, reliance on communications for operation gives rise
to concern over the reliability of the communications link, which is sometimes addressed
through the use of multiple communications systems, further increasing costs. The lack of
backup capabilities is usually addressed through the use of non-unit schemes in addition

to the unit scheme.
Non-unit protection

The protection scheme arrangement presented in Fig. 2.3 represents a simple non-
unit protection scheme. The main difference between unit and non-unit schemes is that
individual non-unit schemes do not independently protect one clearly defined zone of the
system (BOOTH; BELL, 2013).

Relay A

| ﬁl Line A—B
| W

Zone of protection 4 é

4 4
Fault 1 Fault 2

Figure 2.3 — Non-unit protection system (overcurrent protection)

In Fig. 2.3, the zone of protection, certainly covers Fault 1, but in this case, the

‘zone’ gradually ‘fades’ on the second line and, for Fault 2, it appears that the protection
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may provide coverage, but in the case above, this is not certain. The ‘reach’ of non-unit
schemes can be varied by altering the settings on the relay, but non-unit schemes invariably
exhibit characteristics whereby the reaction of the protection system varies as the location
of the fault changes. In the example above, if the protection relay was an overcurrent
relay, then it will operate quickly for Fault 1, but with an increasing time delay as the
fault location moved further along the system to the right, operating with a relatively
long time delay for Fault 2, and ceasing to operate as the fault moved further along
Line 2. Impedance, or distance protection, is also a non-unit scheme, but rather than a
continuously decreasing operation time, it exhibits a stepped characteristic, operating with
fixed delays as the fault position moves from one zone to another in terms of its distance

from the relay’s measurement point.

Relay A Relay B
| IJ_—II \ ]
| W W

Figure 2.4 — Overlapping zone of protection in a non-unit arrangement (overcurrent pro-
tection)

Adjacent non-unit protection schemes on an interconnected power system have
an element of overlap with respect to their respective zones of protection as shown in
Fig. 2.4. This overlap is useful for providing backup protection in the event of failure
of one element of the overall protection system. However, the criterion of selectivity, or
discrimination, must still be satisfied and the non-unit scheme closest to the fault should
always trip before any other non-unit schemes, which must remain stable until the closest
schemes have operated, only operating if the primary protection fails to operate. Non-unit
schemes, when compared to unit schemes, do not offer such high levels of discrimination

and stability, but, as already mentioned, provide valuable backup protection capabilities.

2.2.5 Primary and backup protection

Every zone identified for protection will have a suitable protection specified. If a
fault occurs in that zone, it is the duty of the relays in that zone to identify and isolate the
faulty element in that zone. The relay in that zone will be designated as the primary relay.
If for what so ever reason this primary relay fails to operate, there should be a second line
of defense called backup protection. The relay in the backup protection is set to operate
after a predetermined delay time given to primary relay so that continued existence of the
fault in the system may not cause serious trouble (BAYLISS; HARDY, 2007; MURTY,
2017).
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It is understood from the above that when primary protection fails, the backup or
secondary protection operates and saves the system. But, then a large part of the system

may get isolated in such an event. This cannot be avoided.

2.2.6 Protection techniques

Using measurement inputs from CTs and V'Ts, protection relays detect the presence
of a fault on the system using a number of techniques. Unit and non-unit are used, in
parallel, at transmission levels to provide high levels of discrimination and stability from
the unit schemes, with the backup being provided by non-unit schemes, although it
is important to emphasize that non-unit schemes can also operate extremely quickly,
depending on the settings employed. At distribution and consumer voltage levels, non-unit
schemes are normally employed (BOOTH; BELL, 2013).

Current Relays

The following types of current relays are normally considered into actual transmis-

sion power systems:

e Plain overcurrent and/or earth fault relay with an inverse definite minimum time
(IDMT) interval or definite time (DT) delay characteristics.

e Overcurrent and/or earth fault relay as above but including directional elements.
Note that a directional overcurrent relay requires a voltage connection and is not

therefore operated by current alone.

e Instantaneous overcurrent and/or earth fault relays. For example, a high set overcur-
rent (HSOC) relay.

e Sensitive earth fault (SEF) relays.

As the name suggests, this method is based on measurement of current magnitudes,
and a fault may be deemed to exist when the measured current exceeds a predetermined
threshold level.

Historically this type of relay characteristic has been produced using electromagnetic
relays, and many such units still exist in power systems. A metal disc is pivoted so as to be
free to rotate between the poles of two electromagnets each energized by the current being
monitored. The torque produced by the interaction of fluxes and eddy currents induced
in the disc is a function of the current. The disc speed is proportional to the torque. As
operating time is inversely proportional to speed, operating time is inversely proportional
to a function of current (see Figure 2.5). The disc is free to rotate against the restraining

or resetting torque of a control spring. Contacts are attached to the disc spindle and under
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preset current levels operate to trip, via the appropriate circuitry, the required circuit
breaker(BAYLISS; HARDY, 2007).

Time

Doickup Current

Figure 2.5 — Simplified time-current characteristic of standard inverse overcurrent protec-
tion

Current relay application

e Radial network: Consider from individual industrial application to distribution power

system, reliable depending exclusively on a CT connection.

e Meshed network: The use of inverse time overcurrent relays on a meshed system
requires the use of directional relays at all points where fault current could flow
in both directions. A directional relay is merely a combination of the inverse time

overcurrent relay and a directional sensing unit.

IDMT backup protection

In more important networks and at higher voltage levels current relays are used as
a ‘back-up’ to more sophisticated and faster acting ‘main’ protection systems. The backup
protection should be graded to achieve selective tripping if the main protection fails to
operate. However, it must be noted that this is not always possible on highly interconnected
networks involving widespread generation sources(BAYLISS; HARDY, 2007). Figure 2.6
shows a simple relay scheme for a transmission line where relay A (Backup) and relay
B (Primary) should be coordinated based on their operation curve (Figure 2.7), where

between both curves must respect the coordination time interval .
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Relay A Relay B
| ﬁlv Line A-B | \ I\/ Line B-C
| W /N | W\ %
Fault 1 Fault 2

Decreasing fault current

Figure 2.6 — Overcurrent protection for two serially connected feeders

Time

Relay A

Relay B

/

pickup B l

pickup A kaurt 2 kautt 1 Current

Figure 2.7 — Time-current characteristics with settings and fault currents for two coordi-
nated overcurrent relays

Instantaneous HSOC relays

The tripping times at high fault levels associated with the IDMT characteristic
may be shortened by the addition of instantaneous HSOC elements. These may be an

integral part, for optional use depending upon front panel settings, of a modern solid state
relay (BAYLISS; HARDY, 2007).

Distance relays

Designed to respond to current, voltage, and the phase angle between the current
and voltage. These quantities can be used to compute the impedance seen by the relay.
which is proportional to the distance to the fault (ANDERSON, 1999).

Early applications of distance protection utilized relay operating times that were a
function of the impedance for the fault. The nearer the fault, the shorter the operating
time. This has the same disadvantages as overcurrent protection, the grading settings may
lead to tripping times that are too long to prevent damage and service interruption, and
that satisfactory grading for complex networks is quite difficult to attain (EL-HAWARY,
1995).
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Present practice is to set the relay to operate simultaneously for faults that occur
in the first 80 percent of the feeder length (known as the first zone). Faults beyond this
point and up to a point midway along the next feeder are cleared by arranging for the
zone setting of the relay to be extended from the first zone value to the second zone value
after a time delay of about 0.5 to 1 second. The second zone for the first relay should
never be less than 20 percent of the first feeder length. The zone setting extension is done
by increasing the impedance in series with the relay voltage coil current. A third zone is
provided (using a starting relay) extending from the middle of the second feeder into the
third feeder up to 25 percent of the length with a further delay of 1 or 2 seconds. This
provides backup protection as well (EL-HAWARY, 1995; ANDERSON, 2009).

Fig. 2.8 presents a simple distance protection scheme in terms of its zones of
protection and the time delays associated with operation of the relay for faults detected in
each zone. Time definition for each zone usually depends on individual coordination of dis-
tance or manufacturer recommendations (EL-HAWARY, 1995; THOMPSON; HEIDFELD,

2015).
|\ | Zone 1 Zone 2 Zone 3
| W

\/
(Instantaneous) (500 ms) (500 ms) /N

a b c

Figure 2.8 — Zones of protection of distance protection with indicative time delays of
operation for faults detected in each zone.

Fig. 2.9 below illustrates the zone boundaries for each of the three zones in the
complex impedance plane. The reason that the zone boundaries are circular is historical.
When electromechanical relays were used, they effectively compared only the magnitudes
(and not the relative phases) of the measured currents and voltages, and thus could only
determine the magnitude of the impedance, which equates to a circle when plotted in the
impedance plane. This circular characteristic is also a useful feature, as resistive faults can
also be detected to a certain degree. For example, if a fault in the middle of Line 1 had a
resistive element, then the locus of the measured impedance may lie in the vicinity of the
cross indicated in the figure, and will still be detected (BOOTH; BELL, 2013).
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Zone 1

Figure 2.9 — Illustration of distance protection zone boundaries in the complex impedance
plane.

2.2.7 Modernization of the Protection System

The microprocessor or digital relays offer many advantages and benefits over elec-
tromechanical relays such as reduced installation and maintenance costs, application
flexibility besides increasingly developed control and monitoring functions. But the use of
electromechanical relays has not been abandoned because they still meet the protection
requirements of electrical power systems, finance is still an important factor against increas-
ing sophistication and number of functions and facilities that digital relays have offered to
Protection Engineers and event analysis energy companies and industry (MADRIGAL;
ULUSKI, 2015; AGUERO et al., 2017).

One of the main advantages related to the modernization of the relays is the inherent
flexibility of the digital technology and the possibility of producing adaptive characteristics
and multiple adjustments to the system. The author Rufato Junior (2006) showed the
feasibility and technical and economic benefits of using digital relays, considering high
interruption rates caused by a fail in selectivity of the protections in the distribution
system. In Brazil, Ribeiro and Goes (2013) shows a modernization of protection systems,

a control, and supervision integration project presented with Companhia Paranaense de

Energia (COPEL).

Making better use of existing and new technologies can reduce costs and facilitate
the siting of transmission circuits. An accurate control of the system delivers an aptitude
to increase capacity and availability (U.S. DOE, 2015).
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3 Mathematical Formulation

In this chapter, the problem of coordination is formulated as a mathematical
optimization problem, containing an objective function, which is responsible for minimizing
the times of relay performance and a set of constraints. Both Distance and Overcurrent
relays are considered into formulation, as individuals or together. Studying also the space

of solution for this problem.

3.1 Mathematical Modeling DOCR

An IDMT, a compromise worldwide popular curve, introduced about 1920 have
been a satisfied solution. Theoretically, their time ordinates should be proportional to the
time dial setting (contact travel) so that, if the times for a given current were divided by
the time dial setting, all the curves should be coinciding. Unfortunately, the inertia of the
disc makes was impracticable at low current values because it takes a short time for the
disc to accelerate from standstill to its steady speed (WARRINGTON, 1968).

A solution for limiting this obstacle was publishing a family of curves, the inverse
time overcurrent most common curves are the IEEE, IEC, GE Type family of overcurrent

relays from GE (IAC), and 12t standard curve shapes within their types shows in Tab. 3.1.

Table 3.1 — Overcurrent Relay Types

IEEE IEC GE TYPE IAC OTHER
[EEE Extremely Inv. IEC Curve A [IAC Extremely Inv. 12t
[EEE Very Inverse IEC Curve B IAC Very Inverse FlexCurves
[EEE Moderately Inv. IEC Curve C IAC Inverse Recloser Curves

IEC Short Inverse IAC Short Inverse Definite Time

Before considering the setting of these relays, the following definitions will be

helpful.

Time Dial Setting or Time Multiplier Setting. A means of adjusting the mobile
backstop which controls the driving of the disc and thereby varies the time in which the

relay will close its contacts for given values of fault current.

Plug Setting, Pickup Current, or Tap Block. A device providing a range of current

settings at which the relay will start to operate.

IDMT characteristics are selectable from a choice of curves conforming to the
following formula (GE Industrial Systems, 2009).
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3.1.1 IEEE Curves

The IEEE time overcurrent curve shapes conform to industry standards and the
[EEE C37.112-1996 curve classifications for extremely, very, and moderately inverse. The

IEEE curves are derived from the formula:

where t is operating time (in seconds), 7"D.S Time Dial Setting, I input current,

Ipickup

Lyickup Pickup Current setting and A, p, B are constant parameters.

Table 3.2 — IEEE Inverse Time Curve Constants

IEEE CURVE SHAPE A B P
[EEE Extremely Inverse 28.2 0.1217 2
IEEE Very Inverse 19.61 0.491 2

IEEE Moderately Inverse  0.0515 0.114  0.02

3.1.2 IEC Curves

For European applications, the relay offers three standard curves defined in IEC
255-4 and British standard BS142. These are defined as IEC Curve A, IEC Curve B, and

IEC Curve C. The formula for these curves is:

K
e —— ”

Ipickup

where t is operating time (in seconds), TDS Time Dial Setting, I input current,

Lickup Pickup Current setting and K, E are constant parameters.

Table 3.3 — IEC (BS) Inverse Time Curve Constants

IEC (BS) CURVE SHAPE K E

IEC Curve A (BS142) 0.14 0.02
IEC Curve B (BS142) 135 1
IEC Curve C (BS142) 80 2

IEC Short Inverse 0.05 0.04
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3.1.3 IAC Curves

The curves for the General Electric type IAC relay family are derived from the

formula:

B D E
t_TDS(AJr( i e Bl s s R 3—0> (3.3)

Ipicku,p Ipicku,p Ipickup

where t is operating time (in seconds), 7'D.S Time Dial Setting, I input current,

Lickup Pickup Current setting and A to E are constant parameters.

Table 3.4 — GE TYPE TAC Inverse Time Curve Constants

IAC CURVE SHAPE A B C D E

TAC Extreme Inverse 0.004 0.6379 0.62 1.7872 0.2461
IAC Very Inverse 0.09 0.7955 0.1 -1.2885 7.9586
IAC Inverse 0.2078 0.863 0.8 -0.4180 0.1947
IAC Short Inverse 0.0428 0.0609 0.62 -0.0010 0.0221

3.1.4 I?t Curves

The curves for the It are derived from the formula:

= TDS (%) (3.4)

Ipickup

where t is operating time (in seconds), 7’D.S Time Dial Setting, I input current,

Lickup Pickup Current setting.

3.1.5 Objective Function

In the Brazilian electrical sector, the 20th century witnessed a mixture of influences
from North America and Europe. A key breakthrough in Brazilian electrical history was
the government’s decision to embrace the adoption of International Organization for
Standardization (ISO)/IEC standards and guidelines for the national technical universe.
This decision prompted Associa¢io Brasileira de Normas Técnicas (ABNT) to select IEC
standards as the main reference for Brazilian Technical Standards. In the last two decades,
all related power systems standards moved closed to the IEC culture. Besides, a number of
previous works using [EC standard make a better decision only to evaluate the behavior
of coordination considering only (COSTA et al., 2014).
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Eq. 3.5 is an extension of the Eq. 3.2 evaluating operating time of the DOCRs even

when they are use as main or backup protection.

K
W) (3.5)

pickup
where t;;, is the operating time of the relay ¢ for a fault in k£, T'DS; Time Dial
Setting for the relay ¢, I;;, input current from a fault k seen by relay i, Ipickyp Pickup

Current setting and K, E are constant parameters.

The concept of relay pickup tap setting could be formulated by

Lpicku
PS; = CPTR]Z (3.6)
where Icrup is the primary pickup current and C'T'R; stands for the CT ratio. Pickup
current should be above maximum load current ensuring that relay does not trip on normal
load conditions, normally with values within a continuous range but when related to PS

depends on relay’s available settings (continuous or discrete).

DOCR coordination problem can be stated as a parametric optimization problem,
where the objective function (OF) to be minimized is the sum of the operating times of
the relays connected to the system, subject to the following constraints (URDANETA et
al., 1988).

This problem can be formulated mathematically as

man Z Z tik (3.7)

i=1 k=1

where t;; is the operating time of the primary relay ¢ for a fault £

3.1.6 Coordination Constraints

Coordination criteria (Selectivity Constraint) A fault is sensed by both primary
as well as secondary relay together. To avert violation in operation, the backup relay
(BR) should take over the tripping action only after primary relay (PR) flops to operate
(MANSOUR et al., 2007). If R; is the primary relay for defect at k, and R; is backup relay

for the same fault, next the coordination constraint can be seated as:

th - ti,k = At (38)
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Where ¢, . is the operating time of the primary relay R, , for fault at k; ¢, is the
operating time for the backup relay R; , for the same fault at k, At is the coordination
time interval (CTI)

Bounds on TDS of each relay

TDS" < TDS; < TDS™~ (3.9)

TDS™™ and TDS™* are minimum and maximum value of TDS of relay R;, and

TDS; in continuous domain.

Bounds on pickup current Ipcrypy setting of each relay

min max
pickup S ]pickup S pickup (310)

min max i : : ;
Ly a0d 1707 - are minimum and the maximum value of pickup current setting
of each relay, and Iy in continuous domain but when convert to PS may be discrete or

continuous.

The range for all parameters is defined by the network topologies, manufacturer
recommendations, and standards limits and are individually described for each problem

propose in this work.

3.2 Mathematical Modeling DOCR & Distance

Transmission and sub-transmission systems normally have a mixed scheme with
DOCR and distance relays. Considering a pair of this relays for each circuit breaker,
distance zones definition have an important matter in coordination. Distance relay zone-1
has an instantaneous trip, been faster than DOCR units considered in this formulation;
fact defining DOCR as the backup for Zone 1 for a distance relay (DZ-1) relays in certain
fault locations. This approach is normally not considered due to fault location dependence
to configure zones on distance relays. For example, last resolution would be valid for
near-end and half-end fault locations but dismissed for far-end faults, supposing zone-1 to
an 80% of the line.

Examining zone-2 of distance relay requires fault location evaluation, as seen in
Fig. 3.1, with three faults location by line (near-end, midpoint, and far-end) and holding
DOCRs primary relays to all cases, the backup configuration has a different pondered

definition.

Fig. 3.1 diagram shows how it should be guaranteed the selectivity for the relays
of overcurrent for all the faults, but how it changes for the relays of distance that has as

a rear zone 2. At the beginning of the line, zone 2 of the distance relay located where
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Figure 3.1 — Critical fault locations for the coordination between overcurrent and distance
relays

you find the backup overcurrent relay. In the middle of the line, has no zone 2 of acting

distance relay (Normally configured between 80

3.2.1 Objective Function

Considering the primary actuation times of the overcurrent relays and the tripping
times for zone 2 of the distance relays, the objective function for coordination combined

with relays of distance is written as Eq 3.11.

min n ntQC+t.ZZ 3.11
> (3o ) m

i=1 k=1

where t3° is the operating time of the primary DOCR i for a fault k and t#? is

the time defined for the second zone of each distance relay.

3.2.2 Coordination Constraints

Eq. 3.8, 3.9, and 3.10 are still valid for the mixed mathematical model. Constraints

considered in the scheme are increased by new conditions depending on fault location.
Near-end faults

Coming from the DOCR model where RYC is the primary relay for a fault at k and

RJ-OC is the backup relay for the same fault, the second zone of the Rf is priority backup
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relay. Meaning, three levels of protection, first, R?¢ following Rf’ and Rjoc‘

172 — 00 = At (3.12)

2y

98 — 20 = At (3.13)

Midpoint faults

There is a lack where the second zone for distance relays is not under the protection
scheme, according to 2.2.6 between 20% and 80% of the line only actual zone-1 and
backup from zone-3 of adjacent backup. Zone-3 is not considered in this work, that’s why

exclusively DOCR generates constraints in this case.

98 — o8 = At (3.14)

Far-end faults

On the contrary for far-end fault location, the second zone of the RP is priority
backup relay of the ROC leaving R?C behind. Intending, three levels of protection as

near-end faults constraints.

t72 190 = At (3.15)

2,

97 — 38 = At (3.16)

Bounds on TDS of each relay

t2min < t72 < tPmax (3.17)

tZ?min and tZ?>maz are minimum and maximum value of t72 of relay R;.

Zone-2 is set with an 18 (tZ2min) to 36 (t?>max) cycles delay to coordinate with
remote relays (THOMPSON; HEIDFELD, 2015). The remote relays use that time to clear

the fault and give breaker failure functions time to operate.

Table 3.5 — Distance relays second zone configuration time interval

Zomne-2 set time (s)

Frequency . g
Cycles 18 36
50 Hz 0.36 0.72

60 Hz 0.3 0.6
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3.3 Feasible Region and Problem Characterization

The coordination problem is formulated as mixed-integer nonlinear programming
(MINLP) when TDS or PS are analyzed as discrete variables. Even considering both as
continuous the relaxation maintains the nonlinear component into the problem. In meshed
networks, feasible region tends to a highly restricted hyperspace which does not support a
convex set. Nonconvex MINLPs are especially challenging because they contain nonconvex
functions in the objective or the constraints, as seen in Fig. 3.2, the feasible region for
a relay pair considering TDS fixed has nonconvex characteristics (Between point A and
B there are points not contained in the feasible set); within a relaxation as Fig. 3.3 the
solution space has convex and linear but only consider one problem variable obtaining a
local optimum but certainly not a response closer to the global solution. In Fig. 3.4 a 3D

surface plotting individual relay time considering TDS and PS variables.

Figure 3.2 — Feasible region for Primary-Backup Relay Considering TDS fixed.

Figure 3.3 — Feasible region for Primary-Backup Relay Considering PS fixed.

Solving nonconvex MINLPs may be replacing the nonconvex functions with convex
piecewise linear approximations and solve the corresponding approximation by using
mixed-integer linear programming solvers. Also, components of methods for directly
solving nonconvex MINLPs, generic tactics for reaching convex relaxations nonconvex
functions or spatial branching can be used with these relaxations to get a convergent
algorithm (BELOTTTI et al., 2012).

Some real-world applications cannot be solved to global optimality by using the
prior methods discussed, because the problems are too large, generate a huge search tree,
or like coordination must be solved in real time. In these situations, it is more desirable

to obtain a good solution quickly than to wait for an optimal solution. Heuristic search
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Relay Tripping Time

02
TDS 2 PS

Figure 3.4 — Overcurrent Relay 3D time plot considering TDS and PS Variation.

techniques that provide a feasible point without any optimality guarantees. But also
quickening deterministic techniques by promptly distinguishing an incumbent with a low
value of the objective function (BELOTTI et al., 2012; BURER; LETCHFORD, 2012)
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4 Implementation

4.1 Ant Colony Optimization

The colonies of ants, and in general, insect societies, are distributed systems that
despite the simplicity of their individuals have a highly structured social organization.
The main idea is that these principles be exploited to coordinate populations of artificial
agents that collaborate to solve computational problems. Ants coordinate their activities
via stigmergy, a form of indirect communication mediated by changes in the environment
(DORIGO; STUTZLE, 2004). The idea of ant algorithms is then to use a form of artificial

stigma to coordinate societies of artificial agents.

Some considerations came from ants in the real world to inspire this technique.
First, many ant species are almost blind, the communication between the ants is carried
out through a chemical called pheromone, and in some species, the pheromone is used to

create paths (ant’s trails), see Fig. 4.1.

Figure 4.1 — Ants build solutions, that is, paths from a source to a destination node.

ACO algorithms for CO problems make use of a supposed pheromone model in order
to probabilistically construct solutions. A pheromone model consists of a set of numerical
values, called pheromones, that is a function of the search experience of the algorithm
(DORIGO; BLUM, 2005). The pheromone model is used to bias the solution construction
toward regions of the search space enclosing high-quality solutions. An advantage for
model coordination problem using mixed ACO approach is a high probability of finding

better solutions for actual systems.
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Fig. 4.2 is an experiment performed by Deneubourg to study the behavior of ants,
describe in Dorigo and Blum (2005) explaining the process for an ant to look for food

from the nest. Mathematically, the proposed model assumes the following conditions:

Time and space are discrete.

During each interval of time, the individuals of the colony have the same speed in

the system.

Each individual deposits a small amount of pheromone in their path.

One path is twice longer than the other.

The argument for the ant to choose the path is determined by the higher level of

pheromone accumulated.
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Figure 4.2 — Ants paths from the nest to the food.

4.2 Model for Mixed-variable Optimization Problems

A model for a mixed-variable optimization problem (MVOP) may be formally
represented defining a model R = (S, €, f) of a MVOP outlined as follows.

1. Search space S defined over a finite set of both discrete and continuous decision

variables and a set {2 of constraints among the variables.

2. An objective function f : S <— Ry to be minimized. The search space S is defined
by a set of n = d + r variables z;,i = 1,...,n, of which d are discrete and r are
continuous. The discrete variables include o ordinal variables and ¢ categorical
ones, d = o+ c¢. A solution S € S is a complete value assignment, that is, each

decision variable is assigned a value. A feasible solution is a solution that satisfies all
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constraints in the set 2. A global optimum S* € S is a feasible solution that satisfies
f(S*) < f(S) VS €S. The set of all globally optimal solutions is denoted by S*,
S* C S . Solving an MVOP requires finding at least one S* € S*.

This method to tackle MVOPs combines a continuous relaxation and a categorical
optimization approach. This strategy uses a categorical optimization approach to directly
handle discrete variables without a continuous relaxation and continuous variables are
handled by a continuous optimization method, without the need to handle dependency

between variables belonging to different distributions avoiding to find sub-optimal solutions

(SOLNON, 2007).

4.3 ACQO for Mixed-variable Optimization Problems

Initially, is described the structure of the multivariable algorithm (Fig. 4.3). Then,
how the probabilistic solution construction for continuous variables, and categorical
variables, is developed respectively. During the construction process, ordinal choose is
dismissed due to similar construction compare to continuous variables, using categorical

procedure guarantee independent convergence during function evaluation.

4.3.1 Codification

Derivate from the mathematical model, chosen variables are TDS and PS parametrized

as Continuous and Categorical, respectively. Codification bases in the next structure:

Based on an array of Fig. 4.3, solution archive (SA) form k solutions of n variables
each. In association with each solution S; is a quality function f(S;), which from best to
worst, sorts the array and defines a weight w; calculated using a Gaussian function with
mean related to rank and standard deviation depending on the size k of the SA and a ¢q as

a parameter of the algorithm.

n n NConst
Quality Function = hy Z Z tit + ho Z cv (4.1)
i=1 k=1 i=1

Where h; and hy are weighting factors for increasing or decreasing the influence of
fitness and unfitness function, respectively. Constraints violations (CV) is a time variable

for each violation.
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Figure 4.3 — Structure of the solution archive used by ACO,; (SOLNON, 2007) In this
case, reduced to two variable types.

4.4 Construction of a solution (an ant)

The process of building an alternative solution is basically a construction in which
elements are added gradually. The difference with classical heuristic methods lies in the
fact that the added element is the product of learning, leaving behind the impact that the
objective function may have. Also, in order to generate a larger exploration of the solution

space, the formation of feasible solutions is allowed.

In constructing an alternative solution by an ant algorithm it is essential to know
the pheromone model, and whether the heuristic to guide the search for promising career
paths based on information as possible. In addition, it is necessary to introduce an essential
criterion for the construction of an alternative solution, which is neighborhood represented

by a Gaussian Kernel as shows Fig. 4.4.

This type of construct algorithm is typically faster among approximate methods,
the quality of the solutions they generate is often worst than the quality of the solutions

found by local search algorithms.
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= Gaussian Kernel
—— Individual Gaussian functions

Figure 4.4 — Gaussian Kernel of the SA

4.4.1 ACO,;v Parameters

Construction for Continuous Variables

Continuous variables use the ant colony optimization for continuous domain (ACOg)
algorithm (SOCHA; DORIGO, 2008) where an ant build probabilistically one solution
based on the SA. Probability of designating a solution j is defined by his weight w; in the
SA (Figure 4.3) and w; weight of all k£ solutions.

Wi
k
21:1 Wi

After selection of jth solution, in order to attach a value to variable i, the ant

p;= (4.2)

samples the neighborhood over the value R; of the chosen jth solution compare to all R}
variables in the SA. The sampling is done using a normal probability density function

with mean p = R} and standard deviation o define by 4.3.

—gz'R;_ll (43)

Parameter ¢ has an important effect similar to pheromone persistence in the ACO

first algorithm, with a particular impact on the convergence speed of the algorithm.
Construction for Categorical Variables

In this case, the PS variable could be treated as ordinal and use a relaxation ACOg
to solve it, but treating the PS variable as categorical is a guarantee for diversity, choosing

from vector data.
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Now, an ant choose between PS available values, probabilistically based on the

next equation:

wi
> wj
j=1%j

where w; is the weight associated to each PS value, and calculated by:

i

b= (4.4)

Ut if(n>0,ui > 0)
l

wp = et if(n=0,ul >0) (4.5)
if(n > 0,uj = 0)

&.:s

3

Where wj; is calculated according to 4.5. u} is the number of solutions that use PS;
for the categorical variable ¢ in the SA. n is the number of values from P.S vector available

ones that are not used by the SA. ¢ has the same characteristics from the continuous part.

4.5 Restart Mechanism

The ACO algorithm is usually used with a restart strategy for struggling stagnation
and avoiding local optimum. Always keeping the best-so-far solution in the SA. When a
number of successive iterations have a relative solution enhancement lower than certain e
a restart is started (SOLNON, 2007). Normally, this strategy stands on generating a new
SA only keeping the best-so-far, this work introduces a new restart technique using the

parameter ¢ increasing elitism of the algorithm.

4.6 Algorithm and Flowchart

A detailed Flowchart (see Fig. 4.5) for the algorithm implementation containing

the iterative process to find a solution.

The computational steps of ACO are given below based on (SOLNON;, 2007):

4.7 Analysis of ACO parameters

Hard optimization problems often required algorithms which typically have 